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Remediation Approach
Principles Guiding OAKS Remediation Efforts for 2008 SAS-70 Audit Findings

Internal Assessments Cost / Benefit
) . Quantify Risk Effort Analysis
On-going Operations " . .
) Prioritize Risk Time
External Audits ,
Impact on Business

Design &

Identify Risks Asgeg_s = Implement
Prioritize
Controls

Validate Document Monitor
Controls Controls Controls

External Validation

AOOV? Verify Controls Working Properly?




SAS-70 Audit Remediation Status

Remediation Items by Category

14
Remediation
12 Total| Remediated % In Progress %
New ltems 25 23 92% 2 8%
10 Repeat Items 13 11 85% 2 1%
Total Items 38 34 89% 4 11%
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SAS-70 Audit Status Background

The following is a brief background update with respect to OAKS remediation
efforts associated with SAS-70 audit findings for 2008.
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Key Points:
=OAKS Managed Services has taken control of application management (6/22) and infrastructure management (8/3). OAKS Managed

Services migration to a Tier |l data center is planned for late February 2010. In addition, OAKS Managed Services successfully executed a
current environment disaster recovery test (9/16).

=In conjunction with moving OAKS to this data center, hardware upgrades (reliability and performance) and disaster recovery capabilities
will be implemented and tested prior to the cutover to the new data center.

»Several other functions will be implemented in conjunction with this move that are designed to address data security, privacy and

operational findings including: archive and purge of historical data; data masking of sensitive data in non-production environments; and
automation of FIN security administration.
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SAS-70 Audit Details and Remediation Status Update

Progress has continued since the June 2009 State Audit Committee Meeting. Status
updates on items reported as open in June are as follows:

aﬂdaamswnpplaﬂmumuﬂenﬂnwmmmd « 225 instances identified with 206 already remediated
procedures of their. er applications. Create a comprehensive o ls_rumehec_amlmd
help ensure that all program changes have been made. : mwmzm.mmwmummwmm
~ Service Assurance Leads.
2. Manual Combo Code Entry - Update the OAKS application to = Business needs require that this functionality be maintained.
prohibit agency users from having the ability to manually enter » HRD determined that Combo Code edits are in place to ensure that only specific
Combo Codes outside their assigned agency. centralized roles (18 total individuals) within HRD or OBM can update a Combo Code to

charge an employee’s payroll to a different agency. An action plan is being developed to
more fully document the circumstances under which this Combo Code use case is
required.
» |n addition, HRD is studying the feasibility of inserting a warning message to employees
using Combo Codes outside of their agency. A decision on whether to request this
enhancement will be made by the end of October.

me-mmmmmlm' + Eailover tests were completed in late August 2009 and a disaster recovery test for the
‘developed disaster recovery plan. wmmmwm.
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Summary

We continue to make progress in resolving the issues identified in the SAS-70 report
for 2008 and remain on target for complete remediation by 3QFY10.

Continued progress has been made since the June 2009 Audit Committee Update.

= Remediation efforts have continued, and all items from the 2008 report, including repeat items, are on target to be closed prior to the
end of 3QFY10.

Disaster Recovery Planning / Testing in progress

* Current Environment DR test completed in mid-September 2009.

* New Environment DR test scheduled for completion by January 2010 before February 2010 cutover to MSV data center.

We will continue to update the State Audit Committee as to our progress.

» The State Audit Committee will be kept apprised of any significant developments or alterations to the presented plan, as well as to the
overall completion of the plan.




